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DRG-Keyboard: Enabling Subtle Gesture Typing on the Fingertip with
Dual IMU Rings

CHEN LIANG, CHI HSIA, CHUN YU∗, YUKANG YAN, YUNTAO WANG, and YUANCHUN
SHI, Department of Computer Science and Technology, Tsinghua University; Key Laboratory of Pervasive
Computing, Ministry of Education, China

Fig. 1. A typical AR interaction scenario enabled by DRG-Keyboard. The user is chatting with their friend in public, with the
chatting window displayed on the AR glasses. The user swipes their thumb on the index fingertip to perform a subtle word
gesture, which is decoded by DRG-Keyboard into the desired word.

We present DRG-Keyboard, a gesture keyboard enabled by dual IMU rings, allowing the user to swipe the thumb on the index
fingertip to perform word gesture typing as if typing on a miniature QWERTY keyboard. With dual IMUs attached to the user’s
thumb and index finger, DRG-Keyboard can 1) measure the relative attitude while mapping it to the 2D fingertip coordinates
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and 2) detect the thumb’s touch-down and touch-up events combining the relative attitude data and the synchronous frequency
domain data, based on which a fingertip gesture keyboard can be implemented. To understand users typing behavior on the
index fingertip with DRG-Keyboard, we collected and analyzed user data in two typing manners. Based on the statistics of the
gesture data, we enhanced the elastic matching algorithm with rigid pruning and distance measurement transform. The user
study showed DRG-Keyboard achieved an input speed of 12.9 WPM (68.3% of their gesture typing speed on the smartphone)
for all participants. The appending study also demonstrated the superiority of DRG-Keyboard for better form factors and
wider usage scenarios. To sum up, DRG-Keyboard not only achieves good text entry speed merely on a tiny fingertip input
surface, but is also well accepted by the participants for the input subtleness, accuracy, good haptic feedback, and availability.

CCS Concepts: • Human-centered computing→ Text input.

Additional Key Words and Phrases: text entry, gesture keyboard, fingertip interaction, smart ring
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1 INTRODUCTION
With the rapid development of wearable devices and input technology, users are requiring always-available
input devices in compact form for convenient input everywhere. Thumb-to-index-fingertip gestures offer new
potentials for subtle and precise interactions [50, 52], enabling users to input in spatially or physically restricted
scenarios. In such an input modality, the user touches and swipes on the index finger pulp with their thumb tip,
as if using a touchpad, to perform input.

TipText [50] and BiTipText [49] have implemented thumb-to-index-tip touch-based text entry with capacitive
finger sleeves, proving the feasibility of subtle thumb-tip typing. The work also demonstrates that human’s
capability to touch a precise absolute position on the index finger pulp is limited, urging TipText to adopt a
keyboard-gridding (e.g., dividing the keyboard into a 2x3 grid) strategy for better input recognition.
As an extension of touch-based thumb-tip typing, we envision word gesture typing on the fingertip, where

the user imagines a miniature QWERTY keyboard placed on the pulp of the index finger and performs word
gestures with the thumb, as illustrated in Figure 1. We propose DRG-Keyboard (abbreviation of Dual Ring
Gesture Keyboard), a novel text entry technique using two IMU (inertial measurement unit) rings to enable
thumb-to-index-fingertip micro gesture typing with perfect self-bodied haptic feedback.
DRG-Keyboard is an application instantiation of DualRing [29] with optimized prototype design, featuring

two wireless IMUs attached to the proximal phalanx of the user’s thumb and index finger while removing all
the connections and external circuits [29] for better portability. The two IMU rings capture the attitudes and
movements of the thumb and the index finger and are combined to acquire their relative attitude and inertial
features. We followed DualRing’s [29] parameterized approximation method to map the relative attitude into the
2D coordinates on the fingertip. Different from DualRing, we investigated IMU-based touch event detection for
DRG-Keyboard, combining the accelerometers’ frequency domain data of the two IMUs with their attitude data
to recognize the touch-down and touch-up events. The proposed touch event detection algorithm achieved an
F-1 score of 98.0% for touch-down and 98.5% for touch-up events. We further analyze the quality of the mapped
2D fingertip coordinates of different patterns and in different environmental interference settings, which was the
essential and complementary result to validate the computational feasibility and applicability of DualRing’s 2D
coordinate mapping algorithm.

To understand users’ thumb-to-index-fingertip gesture typing behavior with DRG-Keyboard, we conducted a
study to collect users’ typing data in two mental models: visual-dominated model and haptic-dominated model.
We analyzed the touch point distribution as well as the gesture speed and the subjective perception regarding the
two settings. We optimized the general elastic gesture decoder by incorporating a rigid pruning algorithm, a
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unigram/bigram language model, and a global distance transform based on the touch point statistics. A thrilling
finding is that, a user can perform gesture typing on the fingertip in a natural manner relying less on the visual
feedback to get a good result, demonstrating the superiority of DRG-Keyboard in usability.
We further conducted a user study to evaluate the performance and usability of DRG-Keyboard, along with

an appending study to compare DRG-Keyboard with the up-to-date Apple Watch Swipe Keyboard in terms
of form factor and usage scenario. Results found that all participants achieve an average input speed of 12.9
WPM (68.3% of their gesture typing speed on the smartphone). In the appending study, participants achieved
approximately 80% of Apple Watch Swipe Keyboard’s input speed with DRG-Keyboard. They also showed their
favor of DRG-Keyboard for its one-handedness, less visual attention, privacy preserving, and comfort.
To sum up, our contributions are three-fold:

• We present the concept of DRG-Keyboard, a miniature gesture keyboard on the fingertips, allowing users
to input texts by swiping the thumb on the index fingertip with perfect haptic feedback, along with the
design considerations and usage process. Our work is also the first to achieve gesture typing on the tiny
fingertip with perfect haptic feedback.

• We extend DualRing’s [29] prototype to implement DRG-Keyboard, leveraging IMU signals from thewireless
rings attached to the thumb and the index finger. The sensing pipeline consists of two key components
of mapping finger attitudes to 2D coordinates and recognizing touch-down and touch-up events. We
conducted a comprehensive evaluation on touch event detection, 2D fingertip coordinates accuracy, and
environmental effects on coordinates mapping to validate the computational feasibility of DRG-Keyboard’s
sensing schemes. Our results provide complementary insights to DualRing regarding the sensing capability.

• We conducted a comprehensive study of users’ fingertip gesture typing behavior, bringing insights to
optimize the general elastic decoder for DRG-Keyboard. With such optimizations, DRG-Keyboard can
achieve an input speed of 12.9 WPM and is well accepted by the participants for input subtleness, accuracy,
good haptic feedback, and availability. Our extended usability evaluation with AppleWatch Swipe Keyboard
also showed the advantages of DRG-Keyboard in the form factor to enable unrestricted and always-available
text input for heterogeneous displays (e.g., AR, VR, and IoT).

2 RELATED WORK
Our work relates to ring-based hand/finger gesture sensing, subtle text entry, and gesture typing. Below we
present the related work.

2.1 Ring-Based Hand/Finger Gesture Sensing
Smart rings are gaining popularity for their portability and compactness. Taking advantage of the wearing
position and sensor potential, a ring-form device plays an important role in hand and finger gesture sensing.
Gestures that can be sensed by a ring, or a sensor node attached to the finger, generally involve movement of
specific fingers [17, 23] or the entire hand [8, 29, 62], hand postures featuring relative finger states [17, 29], touch
gestures where finger-to-finger or finger-to-surface collision occurs [29, 41], the interaction with the ring surface
(such as rotating) [15, 44], etc.

To facilitate efficient hand/finger sensing, previous work investigated the capability of various sensors, such as
an IR proximity sensor [23], an IMU (inertial measurement unit) [17, 29, 30, 41], an electrical or electromagnetic
sensor[11, 48], and an RGB [8] or thermal [62] camera. These sensors can be integrated organically on a ring to
achieve the aforementioned sensing purposes. A typical category is camera-based sensing, meaning attaching a
camera on the ring to capture pixel-wise hand information. For example, CyclopsRing [8] attached a fish-eye
camera on the ring to capture finger movement and hand gesture. ThermalRing [62] used a low-resolution
thermal camera to recognizing drawing gestures and thermal tags. Although camera-base solutions can sense
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precise pixel-wise information, they suffer from power consumption and computation complexity, and may fail
in detecting subtle movements[29]. Another category is IMU-based sensing, leveraging the IMU’s advantage in
detecting orientations and micro-vibrations. For example, LightRing [23] combined an infrared proximity sensor
with a 1-axis gyroscope to achieve 2D cursor-based input on any surface. The proximity sensor was used for
measuring finger flexion while the gyroscope was used for measuring finger rotation. ThumbRing [45] enabled
thumb-to-palm interaction as if using a pointer, which is achieved by attaching 2 IMUs, one to the user’s thumb
and one fixed to the user’s wrist as the reference pose.
As most related to our work, DualRing [29] combined dual IMU rings with an external high-frequency AC

circuit. The two IMUs were used for mapping relative attitudes to fingertip coordinates as well as recognizing
complex gestures while the external circuit was used for precise pinch detection. Such a prototype provides
strong capability in full-hand gesture sensing, though the redundant wires and external circuits prevent it from
being lightweight and portable. Given previous work where inertial-based finger contact and touch detection
[18, 41] was widely researched, we aim to develop an IMU-based solution for accurate thumb-to-finger touch
event detection that facilitate more compact and efficient hardware form for DRG-Keyboard in this work.

2.2 Thumb-to-finger Interaction
Touching the thumb to the fingers is a privacy-preserved subtle interaction while keeping naturalness and
expressivity, and has been widely explored by researchers. Such interactions could be sensed through various
techniques, including camera[8, 31, 42], magnetic sensors[3, 9, 10], capacity sensors[44], EMG[40], microphone
together with a gyroscope[61] and so on. Heads[42], necks[31], wrists[14], proximal finger segments[3, 8],
fingertips[49, 50] and fingernails[9] are the typical positions where the sensors are attached to.

Previous work has investigated the design of thumb-to-finger gesture space, typically from the dimensions of
contact position[21, 42] and event type (e.g., discrete tapping[14, 31] v.s. continuous control[42]). For example,
FingerInput[42] thoroughly discussed the gesture space of thumb-to-finger microgestures and implemented a
camera-based system which could accurately detect touch points and finger flexion, thus empowering a full
extensibility to a broader set of gestures. DualRing[29] sensed not only the absolute hand gesture relative to the
ground but also the relative pose and movement among hand segments with two IMU rings worn on thumb
and index finger. Among the various microgestures, tapping, sliding and gesture input were most commonly
used and researched. Tapping with thumb is an intuitive discrete action as if pressing on a virtual button. For
example, PinchWatch[31] programmed tapping on different fingertips to trigger different functionalities, while
in DigiTouch[47], different finger segments could be mapped to different characters, in turn supporting typing.
The slider is a common application leveraging continuous control, where user swipes along the finger or around
the finger as 1D input[3, 46]. On the other hand, 2D input takes the form of performing gestures (e.g. digits[61],
characters[21]) without visual attention. DRG-Keyboard is the first to explore gesture typing on fingertip. Different
from gesture input where the trace drawn by the user is to be categorized into several classes, gesture typing
requires a better trace quality and a powerful decoder.

2.3 Subtle Text Entry
The development of user interfaces and wearable devices cast the demand for input technologies in different
scenarios. Among those scenarios, subtle text entry is most challenging and has been widely researched. The
difficulty is that subtle gestures as input often have lower SNR [55], thus requiring a well-designed modality or
an advanced decoder. The subtleness in text entry consists of two intrinsic dimensions: the subtleness of the
input interface (e.g., a smartwatch touchscreen [2, 37], a touchable finger glove [49, 50], and a ring-size touch
surface [24]) and the subtleness of the input behavior (e.g., a micro thumb-to finger gesture [49, 50], the hand
orientation [20], the tilt [54], and the finger pressure [63]).
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As a typical scenario of subtle text input, typing on a tiny surface has been widely researched in previous
work. Yi et al. [55, 56] investigated the touch point distribution and showed the feasibility to apply the ordinary
QWERTY keyboard on a smartwatch touchscreen. SwiperRing [37] redesigned the keyboard layout, fitting the
keys to the bezel of the dial to adapt gesture typing on a smartwatch by enhancing the angular distinguishability
of the traces. ThumbText[24] organized the keys into a grid layout to enable typing on a ring surface with
hybridization of touch and swipe gestures. Typing with micro gestures is another major type of subtle text entry,
playing an important role in scenarios with physical constraints or requiring high privacy. TipText [50] and
BiTipText [49] allowed users to type subtlely on an ordinary or a split QWERTY keyboard on the index fingertip
with capacitance finger sleeves. Force Board [63] leverage implicit finger pressure collected from a smartphone,
mapping it to a sliding window for key selection to enable subtle text input.

2.4 Gesture Typing
Gesture typing, an elegant input technique proposed by Zhai and Kristensson [25, 58, 59], has been widely
adopted and deployed on various commodity devices, such as iPhones [60] and Android phones. Recent work
has extensively explored gesture typing in different forms and modalities. The exploration includes adaption in
devices of different physical forms, such as HMDs [57], tablets [6], smart watches [53], and rings [20]. Researchers
also delved deep into the input modalities and mental models that benefited from gesture input. For example, Bi
et al. [6] proposed a bimanual gesture keyboard allowing a user to input gestures with both hands simultaneously,
boosting the efficiency on large-screen devices. Zhu et al. [64] proposed a novel decoding algorithm to improve
the decoding accuracy of eyes-free gesture typing, while Yang et al. [51] proposed starting gesture typing from a
fixed key to improve the usability in eyes-free scenarios. RotoSwype [20] and Vulture [34] used IMUs and optical
trackers respectively to capture users’ in-air hand swiping strokes for gesture input. Yu et al. [57] investigated
using head rotation to perform gesture typing, while Kumar proposed a gesturing typing method hybridizing gaze
swipe with touch input [27]. Yeo et al. [54] developed a novel method leveraging the tilt angle of the smartphone
for gesture typing.
As an inspiration of previous work, our work aims to enable gesture typing on the fingertip with self-bodies

haptic feedback, which has not been explored and is a challenging problem due to the subtleness of finger
movement and the constraint that the sensing solution should not impede self-bodies haptic feedback.

3 DRG-KEYBOARD: DESIGN
In this section, we introduce the input modality, the usage process, and the design considerations of DRG-
Keyboard. We first introduce the mental model and basic modality of DRG-Keyboard, followed by the design
questions. We explain how we justify the details in consideration of our design rationales to achieve a good
fingertip gesture keyboard design. Finally, we present the finalized usage process along with the UI design.

3.1 Gesture Typing on the Index Fingertip
The basic mental model and input method of DRG-Keyboard is that, an imaginary QWERTY keyboard is placed
on the pulp of the index finger’s distant segment and the user uses the thumb as a pointer to swipe on the index
fingertip to draw traces. A few design details, including the imaginary keyboard’s boundary and scale, the word
gesture being absolute or relative, and the word confirmation mechanism are to be determined before the design
is finalized. We focus on answering the following three design questions (DQ) to clarify the necessary details.

• DQ1: What is the proper boundary and scale of the imaginary keyboard? A pilot interview shows
there are three types of probable QWERTY keyboard placement on the index finger: 1) the keyboard
covers the distant and the middle segments and is split by the distant knuckle; 2) the keyboard is placed
on the distant segment, covering the whole pulp area of it; and 3) the keyboard is placed on the distant
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Fig. 2. Probable QWERTY keyboard placement on the index finger. (a) The keyboard crosses the distant knuckle. (b) The
keyboard covers the whole pulp area. (c) The keyboard approximately covers the top 2

3 pulp area.

segment, approximately covering the top 2
3 pulp area of it, as shown in Figure 2. For 1), the distant knuckle

may impede the smooth movement of the thumb, while the bending of the two segments may lead to
inconsistency between the user’s mental model and the real touch. Further, swiping the thumb on two
segments is not as subtle as we expected. For 2), fitting a QWERTY keyboard to the whole pulp area would
lead to a vertical stretching transform of the keyboard, which is proved inferior for indirect touch input
[51]. Besides, touching the lower boundary with the thumb in such a setting is not comfortable. For the
considerations above, we choose 3) as the imaginary keyboard boundary.

• DQ2: Should the position of the imaginary keyboard be absolute or relative to the first touching
point? In our work, we adopt a relative keyboard strategy, meaning the trace starting from a fixed key on
the keyboard. Following [51], we choose key "G" as the start point of a trace. The reasons why we choose to
use the relative strategy includes: 1) traditional gesture keyboard decoding algorithms (e.g., SHARK2 [25])
is sensitive of the trace’s start point and absolute position; and 2) TipText [50] shows the human’s capability
to reach a precise key on a fingertip QWERTY keyboard is limited, prompting the design of coarse-grained
keyboard layout (e.g., a 2(𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙) × 3(ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙) grid) to alleviate high-resolution absolute touch input.

• DQ3: How to accomplish word confirmation after inputting a gesture? Possible confirmation
strategies for touch-based keyboard mainly include: 1) defining special gestures to trigger and accomplish
the confirmation (e.g., wrist rotation to select candidates, fast swipe or double tap to trigger word selection
phase, etc.); and 2) dividing the input process into two phases - the input phase and the selection phase. In
our design, we adopt the second strategy because alternatively performing swiping and selection gestures
may lead to frequent switches in the user’s behavior model, fragmenting the coherent input process.
Moreover, since the input phase covers the most natural gesture space, a distinguishable gesture for word
selection would require additional physical demand. It is worth emphasizing that, the two phases in our
design share the same swiping gesture space - in the selection phase, the user swipe from a fixed point
in a specific direction to select the desired word. Thus our 2-step input strategy alleviates frequent mode
switch while not being necessary to design physical-demanding gestures.

3.2 Usage Process and UI Design
The usage of DRG-Keyboard is that the thumb, working as a pointer, draws a trace on an imaginary QWERTY
keyboard on the index fingertip. A user performs gesture typing to input a word on the fingertip in the following
five steps:
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Fig. 3. Keyboard layout and UI design: (a) The full QWERTY keyboard layout with trace feedback for gesture input. (b) The
wheel navigation widget for candidate selection.

• Touch down the thumb to begin the input of a word.
• Draw the pattern of the desired word with the thumb starting from a fixed key - "G".
• Touch up the thumb to trigger the candidate selection phase.
• Touch down the thumb and swipe in the corresponding direction (or keep still) to select the desired word
or trigger cancel. The top-1 word is always at the center and swiping right always indicates cancel.

• Touch up the thumb to confirm the selection.
Users delete a word by performing a tap (touching down then immediately touching up) with the thumb at the

gesture input phrase.
The UI design of DRG-Keyboard is shown in Figure 3. In the gesture input phase, the UI features a full QWERTY

keyboard with real-time stroke feedback, as shown in Figure 3 (a). In the candidate selection phase, a wheel
navigation widget containing the top 6 candidates along with a cancel button is displayed, as shown in Figure 3
(b). The selected word is highlighted.

4 DRG-KEYBOARD: TECHNICAL DETAILS AND IMPLEMENTATION
In this section, we illustrate the technical details - including the hardware setup and the sensing algorithms - of
DRG-Keyboard. We explain how to 1) calculate the relative attitude while mapping the relative attitude to the
2D fingertip coordinates and 2) detect thumb-to-index-fingertip touch-down and touch-up events based on the
combination of frequency-domain features and geometric features of dual IMUs.

4.1 Mapping Relative Attitudes into 2D Fingertip Coordinates
We follow DualRing’s [29] coordinate mapping model to build our 2D fingertip coordinate mapping algorithm.
According to Liang et al.’s analysis, such a fingertip coordinate mapping task can be approximated as projecting
a pointer vector onto a target plane. Let 𝑀𝑅 be the relative transform matrix between the two IMUs and m𝑅

is the flatten 1-dimensional vector of𝑀𝑅 , the coordinates 𝑥,𝑦 on the target plane can be represented in linear
combinations of the elements in m𝑅 :

𝑥 = p ·m𝑅, 𝑦 = q ·m𝑅 (1)
, where p, q are the fitting vectors to be solved, each containing 9 parameters.

To acquire the undetermined parameters p, q, the user is required to sample multiple data points for parameter
fitting. During fitting, the user draws multiple horizontal and vertical unit vectors on the fingertip based on their
perception to sample “horizontal pairs” and “vertical pairs”. We denote 𝑆ℎ = {(m𝑖 , n𝑖 ), 𝑖 = 1, 2, · · · , 𝑘} the set of
horizontal sampled pairs and 𝑆𝑣 the set of vertical sampled pairs. A sampled pair (m𝑖 , n𝑖 ) is the flattened vectors
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Fig. 4. Illustration of the calibration process: (a) horizontal calibration, (b) vertical calibration, and (c) calibration of touch
attitudes.

of the relative transform matrix𝑚𝑅 of the start point and the end point of the corresponding traces (the start
point and the end point of a horizontal (vertical) pair form a horizontal (vertical) base vector (1, 0)𝑇 ((0, 1)𝑇 )). An
least square optimization with regulation term is adopted to learn the relative movement vector (Δ𝑥,Δ𝑦). We
aim to fit the relative movement for its better perception by the user rather than the absolute position on the
fingertip. We rewrite DualRing’s [29] objective loss function for optimization in a more compact form:

𝐿p =
∑︁

(m,n) ∈𝑆ℎ

| |p(m − n) − 1| |2 +
∑︁

(m,n) ∈𝑆𝑣

| |p(m − n) − 0| |2 + 𝜆 | |p| |2

𝐿q =
∑︁

(m,n) ∈𝑆ℎ

| |q(m − n) − 0| |2 +
∑︁

(m,n) ∈𝑆𝑣

| |q(m − n) − 1| |2 + 𝜆 | |q| |2
(2)

, where 𝜆 | |𝑝 | |2 and 𝜆 | |𝑞 | |2 (𝜆 = 0.001) are regulation terms to prevent overfitting. By minimizing the loss
function 𝐿p and 𝐿q respectively, we acquire the optimized parameter p and q. After acquiring p and q, the relative
movement in 𝑥− and 𝑦− axes can be represented as:

Δ𝑥 = 𝑠𝑥 · 𝑝 · Δ𝑚𝑅

Δ𝑦 = 𝑠𝑦 · 𝑞 · Δ𝑚𝑅
(3)

, where Δ𝑚𝑅 is the difference of𝑚𝑅 between two consecutive frames and (𝑠𝑥 , 𝑠𝑦) is the scaling parameters
influencing the sensitivity on x- and y-axes, which can be dynamically adjusted by the user depending on the
desired applications.

Figure 4 (a) and (b) show the detailed calibration process of the vertical and horizontal fitting vectors p and q
from the user’s perspective. Taking (a) as an example, when calibrating the horizontal vector, the user should
pose the thumb on the index fingertip at the start position (the yellow dot) and pressed a key to begin recording.
Then they moves the thumb to the end position (the blue dot) to draw a unit horizontal vector and press a key
to end recording. For each calibration, the user should repeat the above process five times to collect five traces
(or five horizontal sample pairs). Notably, since the algorithm aims to fit relative movement instead of absolute
position, the user is encouraged to collect the traces at different positions (e.g., Figure 4 top right) to improve
data diversity. Similarly, the user draws and records vertical traces as shown in Figure 4 (b).
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Fig. 5. The STFT maps of different thumb-to-index-finger gestures: a) keeping still; b) pinching; c) shaking; and d) panning.

4.2 Detecting Touch-Down and Touch-Up Events
We incorporate 1) the variation of the relative attitude and 2) the synchronous frequency-domain feature of the
accelerometers to recognize the touch-down and touch-up events.

We follow the same parameterized method as the previous subsection to fit a parameter r such that rm, where
m is the 1-D flattened vector of the relative attitude matrix, is sensitive to the relative finger movement in the
touching direction. Assuming 𝑆𝑡 is the set of sampled pairs in the touching direction (for (m𝑖 , n𝑖 ) ∈ 𝑆𝑡 , m𝑖

referring to the vector in touch-up state and n𝑖 referring to the vector in touch-down state) and 𝑆ℎ and 𝑆𝑣 are the
horizontal and vertical sample sets mentioned above, the objective function for optimization is:

𝐿r =
∑︁

(m,n) ∈𝑆ℎ

| |r(m − n) − 0| |2 +
∑︁

(m,n) ∈𝑆𝑣

| |r(m − n) − 0| |2 +
∑︁

(m,n) ∈𝑆𝑡

| |r(m − n) − 1| |2 + 𝜆 | |r| |2 (4)

By optimizing 𝐿r, we can obtain an indicator function 𝑖𝑎𝑡𝑡 in the touching direction – For the last consecutive
𝑁 (𝑁 = 10) frames of relative attitude vector m1,m2, · · · ,m𝑁 , we have:

𝑖𝑎𝑡𝑡 =

𝑁−1∑︁
𝑖=1

r(m𝑖+1 −m𝑖 ) (5)

Similar to the calibration of horizontal and vertical vectors, the user is required to collect touch-up (the yellow
dots) and touch-down (the blue dot) attitudes as shown in Figure 4 (c). The user is also encouraged to collect
touch-up and touch-down attitudes at different hand postures.

As for the frequency-domain features, previous literature [28] shows that accelerometers attached to the hand
can capture bio-acoustic signals indicating within-hand gestures. To recognize the thumb-to-index-tip gestures
used in DRG-Keyboard, We apply a Short Time Fourier Transform (STFT, Hann window, 200 FPS, segment length
40) on both the thumb IMU and the index IMU. We fetched the latest 1000 frames of each accelerometer’s data
and compute the STFT maps on data from each accelerometer axis, producing three feature maps 𝑋 , 𝑌 , and 𝑍 .
Then we combined the three feature maps by taking the max value at each position, producing a feature map 𝐹
of the same shape.

As shown in Figure 5, we can observe that different thumb-to-index gestures yield different STFT feature maps.
Typically, a thumb-to-index-finger touch-down (pinch) results in evenly distributed signal strengths at different
frequencies, the figure of which looks like a "vertical bright line". Based on this finding, we design a simple but
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effective method to detect touch-down events with a pre-defined vertical edge filter 𝐹 . Assuming the STFT maps
of the last 200 ms are 𝑆𝑇 and 𝑆𝐼 , we first remove the frequency lower than 10 Hz, acquiring 𝑆 ′

𝑇
and 𝑆 ′

𝐼
. Then we

calculate the inner products 𝐹 · 𝑆 ′
𝑇
and 𝐹 · 𝑆 ′

𝑇
, where 𝐹 (ℎ × 𝑣) is the edge filter such that 𝐹 [: ℎ

4 ] = 𝐹 [
3ℎ
4 :] = −1

and 𝐹 [ℎ4 : 3ℎ
4 ] = 1. We represent the frequency indicators 𝑖 𝑓 𝑟𝑞−𝑇 and 𝑖 𝑓 𝑟𝑞−𝐼 as:

𝑖 𝑓 𝑟𝑞−𝑇 =
𝐹 · 𝑆 ′

𝑇

(1 +𝑚𝑒𝑎𝑛(𝑆 ′
𝑇
)) , 𝑖 𝑓 𝑟𝑞−𝐼 =

𝐹 · 𝑆 ′
𝐼

(1 +𝑚𝑒𝑎𝑛(𝑆 ′
𝐼
)) (6)

Finally, the touch-down signal 𝑆𝑑𝑜𝑤𝑛 and the touch-up signal 𝑆𝑢𝑝 can be represented as:

𝑆𝑑𝑜𝑤𝑛 = 𝑖 𝑓 𝑟𝑞−𝑇 > 𝑡ℎ𝑟𝑒𝑑1 ∧ 𝑖 𝑓 𝑟𝑞−𝐼 > 𝑡ℎ𝑟𝑒𝑑1 ∧ 𝑖𝑎𝑡𝑡 > 𝑡ℎ𝑟𝑒𝑑2
𝑆𝑢𝑝 = 𝑖𝑎𝑡𝑡 < −𝑡ℎ𝑟𝑒𝑑3

(7)

, where 𝑡ℎ𝑟𝑒𝑑∗ are user-related threshold parameters that can be adjusted in the calibration phase.

4.3 Prototypical Implementation
We prototype DRG-Keyboard with two customized 9-axis wireless IMU module and a customized receiver module.
Each IMU module consists a BMI-055 6-axis IMU and a QMC5883L 3-axis magnetic sensor. The 9-axis sensor data
(acceleration, gyroscope data, and geomagnetic data) are streamed to and processed by an NRF52832 Bluetooth
Low Energy (BLE) SoC, on which an extended Kalman filter (EKF) is implemented to compute the module’s
attitude relative to the ground (or AHRS, represented as 3-axis Eular angle). The 9-axis sensor data and the 3-axis
attitude data are transmitted to a PC via an RFX2401C RF front-end integrated circuit chip asynchronously at
200Hz. The whole IMU module is powered by a 300mAh Lithium battery with 8 hours of (working) battery life.
The hardware form and the wearing example were shown in Figure 6. The customized receiver module receives
the 9-axis sensor data and the 3-axis attitude data from the two IMU modules with an RFX2401C chip. The data is
first processed by an NRF52832 SoC and then stream to a PC using USB serial protical via a CH340E chip (460800
Baud Rate).

Since DRG-Keyboard did not have special requirements on the sensor specifications (e.g., the BMI-055 and the
QMC5883L were common commodity sensors), we thought it would be feasible to prototype the wireless IMU
nodes on standard off-the-shelf hardware (e.g. an Arduino NANO 33 Sense with an LSM9DS1 9-axis IMU module
and an NRF52840 SoC) with little effort. However, we chose the customized modules in our implementation for
optimized form in size (e.g., we found the Arduino NANO 33 board was too long to impede the thumb from
bending upward, while our module was approximately 3

4 in length and could alleviate this problem), power
management (e.g., using an external battery to power the Arduino board would lead to additional volume and
weight), and multi-node data transmission (optimized in our module).

As for the PC side, We implement the sensing algorithms using Numpy and Scipy in Python on a 13 inch
MacBook Pro. The algorithms run on one 2.3GHz Intel CPU core and the FPS of the whole pipeline including
data streaming and algorithm running is 200. The delay of reporting a touch event is approximately 100ms
due to the use of spectrum features. The computational cost of the algorithms mainly comes from matrix
multiplication (Equation 3, 4) and STFT map computation, which has been proved computational-friendly for
always-on deployment on mobile devices (e.g., smartphone and smartwatch [36]). Thus we assure that the current
implementation of DRG-Keyboard is in an efficient computational form that is capable for deployment on mobile
devices like AR and VR glasses.

4.4 Evaluation
To validate our algorithms’ computational feasibility, we conducted three experiments to evaluate 1) the perfor-
mance of the touch detection algorithm, 2) the performance of the coordinates mapping algorithm, and 3) the
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Fig. 6. DRG-Keyboard hardware prototype. (a) Two IMUs are attached to the rings to capture fingers’ attitudes; (b) a wearing
example.

Table 1. The precision, recall, and F-1 score of touch detection (with standard deviation).

Gesture Precision Recall F-1 Score

Touch-down 99.0 (1.3) % 97.0 (1.6) % 98.0 (1.0) %

Touch-up 99.4 (1.5) % 97.6 (2.6) % 98.5 (1.4) %

effects of different environments on coordiantes mapping. The apparatus settings for the three experiments were
same as described in Section 4.3.

4.4.1 Touch Detection. For touch detection, we recruited 10 users (2 females) to participate in a real-time
evaluation of touch-down and touch-up detection accuracy. After calibrating with the algorithms described in
Section 4.2 (Equation 4, |𝑆𝑡 | = |𝑆ℎ | = |𝑆𝑣 | = 5), the users were required to adjust the threshold in Equation 9
freely (with real-time detection result feedback) until they found themselves behaved comfortably and performed
well, where the system was sensitive to touch events and rarely yielded false positives. Then they performed
touch-downs and touch-ups 100 times for each (TP+FN=100). The count of false positives (FP) was recorded
during the whole trail. We measured the precision, recall, and F-1 score. Results in Table 1 showed our touch
detection algorithms generally had a good performance detecting both touch-up (F-1: 98.5%) and touch-down (F-1:
98.0%) events. We also found users tended to choose a threshold of higher precision (e.g., 99.0% for touch-down
and 99.4% for touch-up) than recall, meaning they were less tolerant of unintentional mis-touches.

4.4.2 2D Coordinates Mapping. We conducted a calibration experiment followed by a pattern drawing experiment
to evaluate our 2d coordinate mapping algorithm and grasp an understanding of how well users perform fingertip
gestures using our technique. We recruited 10 users (5 females) from the campus to participate in the study.
For the calibration evaluation, users were first guided through the calibration process described in Section

4.1, sampling 5 horizontal left-to-right traces and 5 vertical top-to-bottom traces for fitting (as described in
Section 4.2) and additional 10 inverse traces (5 right-to-left and 5 bottom-to-top) for evaluation. We applied linear
regression to each trace to measure the angular bias and computed the standard deviation on y coordinates for
horizontal traces and x coordinates for vertical traces. Though it’s intuitive and common to measure goodness
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of fit with R-square, a linear model performs no better than reporting a constant mean value when the trace is
nearly horizontal or vertical, so we use SD as a measurement for straightness. The average delta angle was 6.09◦
(left-to-right, SD=4.75◦), 6.33◦ (right-to-left, SD=4.91◦) for horizontal traces and 6.92◦ (top-to-bottom, SD=5.49◦),
6.48◦ (bottom-to-top, SD=6.30◦) for vertical traces. The standard deviation values were 0.045 (SD=0.029), 0.049
(SD=0.024), 0.047 (SD=0.023), and 0.043 (SD=0.025) for left-to-right, right-to-left, top-to-bottom, and bottom-to-top,
respectively. We visualized 10 users’ calibration result in Figure 7, from which we observed a good consistency of
different traces in both direction and smoothness.

Since the actual patterns in gesture typing might be complicated, we included three patterns - circles, squares,
and isosceles triangles - in the study to further figure out the performance of our technique in drawing more
complex shapes. After calibration, the three target patterns were displayed on the screen for reference. For each
drawing sample, the user pressed a start button, drew the pattern on the fingertip, and pressed a stop button to
end recording. During the drawing, no visual feedback on the canvas was given to the user. The only instruction
given to the user was they controlled the cursor and drew the desired pattern mainly based on haptic feedback
and in a way consistent with their calibration behavior. After drawing a pattern, the drawn trace was displayed
on the canvas. As a comparison, the user was required to accomplish the same task with the trackpad of a 16-inch
MacBook Pro with no visual feedback. Each user drew each pattern with each technique (ring v.s. trackpad) for 5
times and the order of techniques and patterns were shuffled to alleviate order effects. We collected a total of
10 (users) × 3 (patterns) × 2 (techniques) × 5 (times) = 300 traces from the study. It was worth mentioning that
since both techniques were for relative cursor control, we did not restrict the position and the scale of the target
pattern (neither did we fix a default pattern on the fingertip) so that the user could 1) draw the pattern based on
their haptic perception in a more natural manner and 2) collect more diverse patterns at different positions and
scales on the fingertip. The only instruction we gave to the user was that they should move their fingers the
same way as they did in the calibration and draw the pattern with the same shape as the target pattern.
We measured 1) the normalized distance between the start point and the end point of each trace and 2) the

shape similarity between the trace and the target shape for the collected traces of the two techniques (ring
and trackpad). Assuming the typical size of human fingertips 16–20 mm in diameter [13] and the comfortable
operating area being the top 2

3 pulp (based on our pilot interview in Section 3.1), we also converted the reported
normalized distances for the ring setting into spatial distances as an intuitive reference. For 1), we first normalized
them into a unit region since patterns were drawn in arbitrary size. Using our technique, the start-end distance
was 0.261 on average (SD = 0.183), or approximately 3.1𝑚𝑚, slightly outperformed the metrics from trackpad
(0.274, SD = 0.154). We attributed it to the haptic self-feedback from drawing on the fingertip. For 2), dynamic time
warping (DTW) algorithm[38] was applied to measure the similarity. Both the drawn and target patterns were
resampled to 100 points. we calculated the similarity by averaging the distances between mapped points, with
the result of 0.161 (SD = 0.055) , or approximately 1.9𝑚𝑚, for ring and 0.086 (SD = 0.037) for trackpad. Similarity
varied slightly between different patterns (0.162 (SD = 0.066, 1.9𝑚𝑚) for circles, 0.170 (SD = 0.042, 2.0𝑚𝑚) for
squares and 0.153 (SD = 0.053, 1.8𝑚𝑚) for triangles). Figure 8 illustrated some of the good and poor samples. We
classified poor samples into three main categories: 1) shape deformation (which might be reasoned from either
mapping algorithm or user’s drawing inaccuracy), 2) redundant trace caused by user’s misbehavior (e.g. relaxing
their finger before pressing the stop button), and 3) rotation between the applied and calibrated coordinates.

4.4.3 Environmental Effects on Coordinates Mapping. The coordinates mapping algorithm is based on the ideal
assumption that the two IMUs always give reliable attitudes that share the same ground coordinates and would
not drift or warp over time. For the 9-axis IMUs used in DRG-Keyboard, the correction phase in the Extended
Kalman Filter would compensate the Roll angle and the Pitch angle with the global gravity reference and the Yaw
angle with the geomagnetic vector, ensuring no accumulative error (or drift) yielded in the Roll, Pitch, and Yaw
angles. However, as mentioned by Liang et al. [29], the attitudes of the IMUs could be interfered by the warping
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Fig. 7. Visualization of the calibration, consisting of 10 horizontal and 10 vertical traces for each user. Since Equation 1
reports a relative coordinate, we set the start point of each trace to (0,0). Traces in different direction were distinct in color.
The x- and y- axes in each figure are in the same scales.

(a) (b)

Fig. 8. Pattern examples (colored traces). Target shapes are displayed in grey as a reference. (a) Good cases. (b) Poor cases.

of the magnetic field (especially in indoor scenarios). To this point, an essential research question for practical
deployment is how environmental issues (e.g., postures and positions) affect the quality of coordinates mapping.
Therefore, we conducted a cross-environment validation on the coordinates mapping quality to examine the

persistency of the mapping algorithm against environment switching (e.g., calibrating in one position and using
in another). The study was conducted in a room of approximately 20𝑚2 with 5 electric appliances (1 TV, 1 air
conditioner, 1 refrigerator, and 2 laptops) and an open outdoor area. Since magnetic interference is the major
noise source of the IMU’s attitude, we measured the magnetic field of the room and chose three indoor positions
with different magnetic interference levels - at the corridor with no magnetic source nearby (P1, 50𝜇𝑇 ), near the
TV (< 30𝑐𝑚) with weak magnetic interference (P2, 50 + 10𝜇𝑇 ), near the laptop speaker (< 10𝑐𝑚) with strong
magnetic interference (P3, 50 + 50𝜇𝑇 ) - and an outdoor position (P4, 45𝜇𝑇 ) for evaluation. For each position,
the user was required to collect the calibration data with different hand orientations and postures to cover the
variation brought by posture change. The study collected a total of 4 (settings) × 5 (times) = 20 calibration records.
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Table 2. Results for self-fitting pairs in the cross-environment validation experiment.

Environment angle bias (◦) straightness orthogonality

P1 6.77 ( SD=5.70) 7.13 (SD=5.63) 0.030 (SD=0.021) 0.035 (SD=0.021) 3.23 (SD=3.44)
P2 5.25 ( SD=4.10) 4.93 (SD=4.09) 0.026 (SD=0.016) 0.027 (SD=0.014) 2.43 (SD=1.53)
P3 4.04 ( SD=3.07) 5.33 (SD=4.33) 0.023 (SD=0.014) 0.036 (SD=0.015) 1.66 (SD=1.05)
P4 5.77 ( SD=3.79) 7.33 (SD=5.42) 0.024 (SD=0.014) 0.031 (SD=0.017) 4.90 (SD=1.60)

(a) (b) (c) (d) (e)

Fig. 9. Evaluation results for environmental effects on coordinate mapping. Different postures and magnetic inference
conditions were tested. ST / SI stand for Stand / Sit, and R / M / O stand for Room / Near magnetic sources / Open area
respectively. (a) angles for horizontal traces, (b) angles for vertical traces, (c) RMSE for horizontal traces, (d) RMSE for vertical
traces, (e) Orthogonality.

Each record refers to 5 horizontal left-to-right traces and 5 vertical top-to-bottom traces for fitting (as described
in Section 4.2) and additional 10 inverse traces (5 right-to-left and 5 bottom-to-top) for validation.

We conducted the cross evaluation by fitting the calibration parameters p and q with one calibration record A
and applying the parameters on another record B to map the traces of record B into 2D relative coordinates. Such
operations generated 20 × 20 = 400 cross-fitting pairs (A,B) and each pair contains 20 traces. We measured the
angle biases, the straightness (measured by standard deviation, consistent with the calibration experiment), and
the orthogonality (represented in the included angle) of the horizontal and vertical traces for each pair. The results
for self-fitting pairs ((A,A), fitting and evaluating on the sample record) were listed in Table 2, and the within-
and cross-environment results were shown in Figure 9. By comparing self-fitting and within-environment (the
diagonal in Figure 9) results, we could observe that changes on hand orientation and postures merely affected the
mapping algorithm. Magnetic interference did influence the coordinate mapping quality comparing non-diagonal
elements to diagonal, but the effect was acceptable for the tested indoor environments (P1, P2 & P3). Warped
magnetic field served as a shifted reference for yaw angles, but since we leveraged the relative attitude of the
thumb against index finger, the interference would be counterbalanced as long as the magnetic field held at
the same direction on both fingers. These results demonstrated the robustness of our technique under different
environment and user postures.

5 STUDY 1: UNDERSTANDING THUMB-TO-INDEX-FINGERTIP GESTURE TYPING BEHAVIOR
After determining the sensing schemes and the basic modality design, we conducted a user study to investigate
users’ thumb-to-index-fingertip gesture typing behavior. We were interested in users’ input behavior in two
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mental models - visual-dominated input and haptic-dominated input, both of which are with visual feedback.
Results from this study could ground insights of users’ gesture typing behavior on the fingertip, which has not
been researched before.

5.1 Participants and Apparatus
We recruited 10 participants (2 females, all ESL) from the local campus. The average age was 21.0 (SD = 2.04) and
all participants were right-handed. Their median familiarity with QWERTY layout was 5.5 (1: very unfamiliar; 7:
very familiar). 4 users had prior experience with gesture typing. Their median familiarity with gesture typing
was 6. We collected the participants’ typing data, including the calibration parameters, the IMUs’ attitude data,
and the mapped coordinates series with the prototypical system described in section 4.3. The sample rate of the
whole system is 200 FPS and the delay between the two IMUs is always within 25 ms (5 frames).

5.2 Design and Procedures
Similar to [51], DRG-Keyboard offers a typical indirect gesture typing solution where the input area (fingertip)
and the display area (screen) are separated and the user inputs the trace with thumb-to-index fingertip gestures
while looking at the real-time trace feedback on the screen to adjust their gesture dynamically so as to draw the
desired trace. We researched two representative mental models - visual-dominated model and haptic-dominated
model - for indirect typing in our study corresponding to different dominating factors and concentration levels.
For the visual-dominated model, the visual clues served as the main guidance for gesture input, meaning the user
paid attention to and relied more on the displayed trace to adjust their gesture. For the haptic-dominated model,
the trace was drawn primarily based on the fingertip haptic feedback (e.g., the touching position and the moving
direction) of the swiping gestures. The user less relied on the visual feedback, merely having a glance at the input
traces to check the approximate correctness instead of staring at the trace, thus being able to input in a more
relaxed manner. It is worth emphasizing that in both modes, users were well acknowledged of the principals
of gesture typing that the gesture traces aim to form the desired shape instead of crossing every desired key
precisely. To this point, the dominant factors merely affect how alike the trace looks as the user wanted.
After the participants signed the consent form, we first introduced the principles of gesture typing and the

basic usage of DRG-Keyboard, including the mental model of the imaginary fingertip keyboard layout and the
process to input a word, while helping the participants to put on the rings. Each ring is made of a flexible metal
strip and the participants could adjust the tightness by bending the ends of the metal strip.
After putting on the rings, the participants were instructed to go through the calibration process. Then they

were asked to examine whether the 2D coordinates were mapped correctly on a playground keyboard UI with
visual feedback. After the calibration, we acknowledged the definitions of the two mental models to research,
ensuring each participant understood the difference well. More concretely, we broke the definition of each model
into multiple instructions as follows. For visual-dominated model, the user should 1) keep their gaze point on the
cursor, 2) constantly control the movement of the cursor based on the mutual feedback of the fingertip haptics and
the cursor trace, and 3) actively compensate the movement (e.g., by strengthening the effect of visual feedback
in a behavior loop) once the cursor going in undesired direction or speed (based on the user’s expectation, not
necessarily identical with the target trace). For haptic-dominated model, they were instructed to 1) face to the
screen with their eyes relaxed instead of fixing their gaze point to the cursor (or other widgets), 2) moving
the cursor mainly based on the fingertip haptic feedback accompanied with occasional glance to ensure the
approximate correctness, and 3) compensate the movement by casting more visual attention when they feel the
drift between the current trace and their expected trace is unneglectable to cause difficulty or ambiguity to the
algorithms.
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Fig. 10. Inferred touch point distribution on the screen keyboard (95% confidence ellipses) for the two mental models: a)
visual-dominated and b) haptic-dominated.

Instructed by an interactive program, each participant was required to complete 2 sessions of input, cor-
responding to the two models - visual-dominated and haptic-dominated - as mentioned above. Each session
consisted of 30 phrases randomly picked from the MacKenzie’s phrase set [33]. To remove order effect, the order
of the two sessions was shuffled. The participants input the words shown on the screen sequentially under the
corresponding settings. After the experiment sessions, each participant was required to complete a questionnaire
about their subjective perception, including mental load, physical load, effort, perceived accuracy, and perceived
speed, regarding the two input settings. The whole procedure took about 60 minutes for each participant.

5.3 Results
Below we analyze the touch point distribution, the gesture speed, and the subjective perception to form a
comprehensive understanding of thumb-to-index-fingertip gesture typing behavior in different mental models.

5.3.1 Imaginary Key Distribution. Unlike previous analysis of gesture typing [51], in which only the starting
point and the ending point is assigned to the starting and ending letters in a word, we wanted to analyze the
quality of the entire gesture trace instead of the endpoints. So we followed i’sFree [64] to locate the imaginary key
position on a gesture trace using DTW algorithm [38]. We equidistantly sampled 100 points on the gesture trace
and the template trace and applied DTW to obtain the optimal point-to-point assignment between the gesture
points and the template points. For a vertex corresponding to a letter in a word, the centroid of the gesture points
assigned to it is calculated as the imaginary key assigned to the letter.
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Figure 10 shows the distributions of the imaginary key positions extracted from gestures for the twomodels. The
scatter points of each imaginary key, approximately following a Gaussian distribution, are shown in different colors
along with a 95% confidence ellipse and the corresponding letter at the centroid. The size of a key is 35 px× 35 px.
The mean standard deviation (SD) of imaginary key positions was (𝜎𝑥 = 16.48 px or 0.47 KeyWidth, 𝜎𝑦 = 11.72 px
or 0.33KeyWidth) for the visual-dominated model and (𝜎𝑥 = 20.00 px or 0.57KeyWidth, 𝜎𝑦 = 15.03 px or
0.43 KeyWidth) for the haptic-dominated model. It is within our expectation that the visual-dominated model
yields a better point cloud with a lower SD both in the x-axis and the y-axis than the haptic-dominated model. For
both models, the mean SD in the y-axis is smaller than that in the x-axis and the SDs in both axes are smaller than
the keyboard size. The centroid of the point cloud of each letter for both models locates inside the corresponding
key, showing that a user has a good perception of the imaginary key position and the thumb’s relative movement
on the index fingertip regardless of the dominant factor. We also found that the confidence ellipses in both
settings have a systematic rotation offset (visual-dominated: 24.31◦(SD = 21.91◦); haptic-dominated: 19.37◦(SD =
11.93◦)), meaning the errors in the x- and y- axes are potentially correlated.

5.3.2 Gesture Speed. The average elapsed time is 3.53 s for the visual-dominated model and 4.18 s for the
haptic-dominated model. The average gesture speed (gesture length divided by elapsed time) is 6.09 𝐾𝑒𝑦𝑊𝑖𝑑𝑡ℎ/𝑠
(visual-dominated) and 4.99 𝐾𝑒𝑦𝑊𝑖𝑑𝑡ℎ/𝑠 (haptic-dominated) in the two settings respectively. It is not surprising
the haptic-dominated model achieved higher gesture speed than the visual-dominated model because the latter
requires additional effort to react to the visual feedback. We also observed that a user tends to draw shorter and
smoother traces in the haptic-dominated model.

5.3.3 Subjective Perception. Figure 11 shows the subjective ratings in five aspects - mental load, physical load,
perceived accuracy, perceived speed, and effort to achieve such performance, regarding the two mental models for
indirect gesture input. Smaller values on mental load, physical load, and effort indicate users’ better acceptance,
while higher scores on speed and accuracy show higher perceived performance. A Wilcoxon Signed-Rank
test shows that participants rated significantly lower mental load (𝑍 = −2.11, 𝑝 < 0.05), lower physical load
(𝑍 = −2.57, 𝑝 < 0.01), lower effort (𝑍 = −2.40, 𝑝 < 0.05), and higher perceived speed (𝑍 = −2.60, 𝑝 < 0.01)
for the haptic-dominated model compared to the visual-dominated model. The subjective ratings show that
participants generally had better typing experience and faster input speed for the haptic-dominated model. For
the perceived accuracy, despite the uncertainty of the input strokes caused by lower visual concentration for the
haptic-dominated model, the difference is not significant (𝑍 = −1.61, 𝑝 = 0.11), meaning participants’ confidence
would not significantly decrease as they lowered their visual attention.

6 DRG-KEYBOARD: DECODING ALGORITHMS
In DRG-KeyBoard, the gesture decoding algorithm was designed based on the general elastic gesture decoder
[26, 51, 58] and optimized based on the findings from Study 1. In this section, we explain 1) the principle of
the general elastic gesture decoder and 2) the optimization strategy in our implementation to improve both the
decoding speed and the decoding accuracy.

6.1 Elastic Matching for Gesture Recognition
To recognize a word gesture, we measure the similarity of the gesture with the templates of all the words in the
dictionary. We first equidistantly sample 𝑁 points g = {𝑔1, 𝑔2, · · · , 𝑔𝑁 } on the gesture and t = {𝑡1, 𝑡2, · · · , 𝑡𝑁 }
on the target trace, then compute the similarity between the two point series g and t. Since direct point-wise
mapping may lead global shift of the two point series, we use an elastic pattern matching algorithm [43], also
known as dynamic time warping (DTW), to find the optimal point-to-point assignment. The distance between
the gesture and the template can recursively calculated by a dynamic programming procedure
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Fig. 11. Subjective ratings regarding the two mental models for indirect fingertip gesture typing in five aspects: mental load,
physical load, perceived accuracy, perceived speed, and effort.

𝐷 (𝑖, 𝑗) = 𝑑 (𝑔𝑖 , 𝑡 𝑗 ) +𝑚𝑖𝑛{𝐷 (𝑖, 𝑗 − 1), 𝐷 (𝑖 − 1, 𝑗), 𝐷 (𝑖 − 1, 𝑗 − 1)} (8)
where 𝐷 (1, 1) = 𝑑 (𝑔1, 𝑡1) and 𝑑 (g, t) = 𝐷 (𝑁, 𝑁 ) represents the distance between the two patterns.

6.2 Speeding up with Rigid Pruning
Since the computation complexity of DTW is 𝑂 (𝑁 2), where N is the point number of a pattern, calculating
the elastic distance between the gesture and each template in the distance is time-consuming. To speed up the
calculation, we adopt a rigid matching algorithm pruning the templates with larger rigid distances. The rigid
distance between the two patterns is the sum of the pair-wise distances of all the points

𝑑 (g, t) =
𝑁∑︁
𝑖=1

𝑑 (𝑔𝑖 , 𝑡𝑖 ) (9)

with the computation complexity of 𝑂 (𝑁 ). Therefore, the two-stage strategy - using rigid matching to fetch a
subset of the original dictionary and applying elastic matching to the subset could speed up the calculation while
taking advantage of the elasticity of DTW to get high-quality results.

6.3 Distance Measurement Optimization
Instead of directly using Euclidean distance for distance measurement, we expected to improve the decoding
performance by applying certain transform over the original coordinates. The findings from Study 1 that users
perceived the gesture more accurately in y-axis than in x-axis inspired us to adopt different weights on x-axis
and y-axis. Thus we apply a scaling transform on the original coordinates based on the standard deviations in
Study 1:

Φ𝑠𝑐𝑎𝑙𝑖𝑛𝑔 [(𝑥,𝑦)] = ( 𝑥
𝜎𝑥
,
𝑦

𝜎𝑦
) (10)

Further, as we observed in Study 1, the distribution of imaginary keys had a systematic rotation offset, a general
linear transform may help to correct the systematic bias. Assuming the covariance matrix of the 𝑖𝑡ℎ key is 𝑐𝑜𝑣𝑖
(which is a symmetric matrix), we apply the singular value decomposition (SVD) on 𝑐𝑜𝑣𝑖 to acquire the transform
matrix (or bases)𝑀𝑖 for the 𝑖𝑡ℎ key. We average all the matrices to acquire a global transform matrix𝑀 ′, then
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Table 3. The mean accuracies and standard deviations (%) regarding different distance transforms.

Transform Top 1 Top 6 Top 20
Visual Haptic Visual Haptic Visual Haptic

No Transform 46.11 (12.00) 37.58 (10.04) 73.12 (10.67) 66.55 (11.33) 83.48 (9.16) 79.83 (8.56)
Scaling 47.46 (12.12) 38.05 (11.03) 74.34 (12.08) 67.10 (11.76) 85.78 (9.38) 80.39 (9.57)
Linear 47.39 (12.06) 39.02 (11.46) 73.93 (12.53) 66.76 (11.80) 86.12 (9.74) 80.18 (10.28)
Scaling + Personalized 48.82 (12.76) 38.33 (10.33) 74.27 (11.78) 66.41 (11.51) 85.44 (9.67) 80.25 (9.02)

apply the inverse matrix to normalize the coordinates. The formula derivation is as below:

𝑈𝑇
𝑖 , 𝐷𝑖 ,𝑈𝑖 = 𝑆𝑉𝐷 (𝑐𝑜𝑣𝑖 )

𝑀𝑖 = 𝑈𝑖𝐷
1
2
𝑖

𝑀 ′ =
1
26

26∑︁
𝑖=1

𝑀𝑖

Φ𝑙𝑖𝑛𝑒𝑎𝑟 [(𝑥,𝑦)] = 𝑀 ′−1 (𝑥,𝑦)𝑇

(11)

After applying a proper transform, either a scaling transform or a linear transform, we measure the Euclidean
distance of two points in the post-transform coordinates:

𝑑 (𝑔𝑖 , 𝑡𝑖 ) = | |Φ∗ (𝑔𝑖 ) − Φ∗ (𝑡𝑖 ) | |2 (12)
Above we used the statistics from all users to build a global transform model. It’s worth emphasizing that the

statistics from an individual can be derived to build a personalized transform model that better fits the behavioral
characteristics of the desired user.

6.4 Simulation Results
We set the number of sample points 𝑁 to 32 and ran the simulation of our 2-stage decoding algorithm on the
data from Study 1. We incorporate the unigram and bigram language models derived from the Bayes’ rule [16] in
our simulation. The score of a word𝑤 given an input gesture 𝑔 is computed as:

𝑆 (𝑤 |𝑔; 𝑐𝑜𝑛𝑡𝑒𝑥𝑡) = 𝑆 (𝑤 |𝑔) · 𝑃 (𝑤 |𝑐𝑜𝑛𝑡𝑒𝑥𝑡)−𝛼 = 𝑑 (𝑡𝑟 (𝑤), 𝑡𝑟 (𝑔)) · 𝑃 (𝑤 |𝑐𝑜𝑛𝑡𝑒𝑥𝑡)−𝛼 (13)
where 𝑃 (𝑤 |𝑐𝑜𝑛𝑡𝑒𝑥𝑡) is the probability of𝑤 from the desired language model (no LM, unigram, and bigram).

𝑡𝑟 (∗) represents the sampled traces (points) of a gesture or a word template. 𝑆 (𝑤 |𝑔), or 𝑑 (𝑡𝑟 (𝑤), 𝑡𝑟 (𝑔)) is the
spatial score between𝑤 and 𝑔 given by our 2-stage decoding algorithm. 𝛼 is a parameter to control the strength
of the language model.

In our simulation, we used a dictionary of 10,000 words, containing the most frequent words from the American
National Corpus [1], which cover over 90% of written English words [35]. The top one million bigram frequency
data from the Google Web 1T 5-gram database [7] smoothed by Katz’s back-off model [22] were used in our
bigram model.
Table 3 shows the simulation accuracy using different distance metrics - no transform, scaling transform,

linear transform, and personalized scaling transform (corresponding to the transforms described in subsection
6.3) - for the two mental models. To evaluate the pure effect of distance transform, no language model is used
in the simulation. The rigid pruning size is set to 100. Generally, applying scaling or linear transform leads to
accuracy improvement in both settings and personalized transform further boosts the decoder’s performance.
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Table 4. The mean accuracies and standard deviations (%) regarding different sizes in rigid pruning.

Rigid Size Top 1 Top 6 Top 20
Visual Haptic Visual Haptic Visual Haptic

N = 50 44.28 (11.48) 37.37 (10.43) 69.06 (11.48) 65.00 (12.42) 78.27 (9.60) 76.81 (9.50)
N = 100 46.11 (12.00) 37.58 (10.04) 73.12 (10.67) 66.55 (11.33) 83.48 (9.16) 79.83 (8.56)
N = 200 47.05 (12.06) 38.05 (10.51) 74.88 (11.12) 67.52 (11.85) 86.80 (8.92) 81.76 (9.32)

Table 5. The mean accuracies and standard deviations (%) using different language models.

Language Model Top 1 Top 6 Top 20
Visual Haptic Visual Haptic Visual Haptic

No LM 47.39 (12.04) 38.47 (10.68) 75.90 (11.85) 67.31 (12.08) 87.54 (8.76) 81.42 (9.18)
Unigram 64.52 (10.53) 56.78 (11.35) 87.61 (8.03) 83.69 (9.22) 93.23 (5.46) 90.57 (7.13)
Bigram 69.67 (7.02) 65.24 (9.30) 87.34 (5.68) 84.58 (6.96) 92.28 (5.17) 90.02 (6.15)

An RM-ANOVA shows significant effect of Transform on the average accuracy (𝐹3,57 = 3.53, 𝑝 < 0.05). However,
the effect between 𝑆𝑐𝑎𝑙𝑖𝑛𝑔 and 𝐿𝑖𝑛𝑒𝑎𝑟 is not significant (𝐹1,19 = 0.09, 𝑝 > 0.75). This is probably due to the
insignificance of the angular bias in the data.
Table 4 shows the simulation accuracy regarding different rigid pruning size. The transform is set to Scaling

as described in subsection 6.3 and no language model is used in the simulation. Results show that increasing
the rigid pruning size would constantly improve the decoding performance. The effect of rigid pruning size is
significant on the average accuracy (𝐹2,38 = 36.80, 𝑝 < 0.001). Note that the rigid pruning size directly indicates
the complexity of the DTW, the average time consumption to decode a word is 0.16s, 0.29s, and 0.53s respectively,
which is positively correlated with the rigid pruning size.

Table 5 shows the simulation accuracy using different language models. The transform is set to Scaling and the
rigid pruning size is set to 200 in this simulation. 𝛼 is set to 0.1 based on a pilot study. We found that incorporating
stronger language models brings significant improvement to the average accuracy (𝐹2,38 = 153.36, 𝑝 < 0.001).
A thrilling finding is that, the bigram language model tremendously improves the simulation accuracies of the
haptic-dominated model, bringing the results competitive with the accuracies of the visual-dominated model
(e.g., 65.24 v.s. 69.67; 84.58 v.s. 87.34; and 90.02 v.s. 92.28). This finding indicates that a user can perform gesture
typing on the fingertip in a natural manner relying less on visual feedback to get a good result, demonstrating
the superiority of DRG-Keyboard in usability.

7 STUDY 2: EVALUATING DRG-KEYBOARD’S PERFORMANCE
We conducted a user study to evaluate the performance of thumb-to-index-fingertip gesture typing with DRG-
Keyboard. We were interested in understanding how well a user performs gesture typing with DRG-Keyboard.

7.1 Participants and Apparatus
We recruited 10 participants (2 females, all ESL) from the local campus. The average age was 20.4 (SD = 1.4) and
all participants were right-handed. Their median familiarity with QWERTY layout was 6 (1: very unfamiliar; 7:
very familiar). 5 users (P1, P2, P3, P4, P8) had prior experience with gesture typing and their median familiarity
with gesture typing was 6. The apparatus was same as Study 1. In this study, we used the following setting for
our decoder: rigid pruning (N=50) + scaling transform + bigram language model.
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Fig. 12. The web UI used in Study 2, consisting of four main regions: text area, keyboard area, parameter panel, and statistics.

7.2 Design and Procedures
We devised an interactive web application to guide our experiment. As shown in Figure 12, the web UI consists of
four main regions: text area, keyboard area, parameter panel, and statistics. During the experiment, the text area
displays the words to be entered. The user can gesture-type in the keyboard area, adjust the keyboard parameters
in the parameter panel, and see the real-time statistics in the statistics area.

Same as Study 1, the basic usage and mental model of DRG-Keyboard were first introduced to the participants.
Then the participants were required to put on the rings as well as going through the calibration process (as
described in Section 4.1 and 4.2). They were asked to examine whether the 2D coordinates were mapped correctly
on the keyboard area with visual feedback. They were also required to adjust the parameters, including the
sensitivities in two axes and the touch-down and touch-up thresholds, to fit their usage.
Prior to the formal experiment, participants were asked to practice for as long as they wanted, ensuring

they were sufficiently familiar with the typing method and the input process. During the formal experiment,
participants transcribed 4 blocks, each containing 10 distinct phrases randomly picked from the MacKenzie’s
phrase set [33]. Participants enter a word with the 2-stage method described in section 3.2 - performing a word
gesture on the QWERTY keyboard followed by candidate selection on a pie navigation widget, as shown in
Figure 3. Two phrases were always displayed on the screen, the bottom one is the one being transcribed. After a
phrase having been transcribed, the next phrase is automatically displayed on the screen.

For comparison, we asked the participants to practice and take a 1-minute free-form gesture typing test on the
smartphone before or after the formal experiment (the order was randomly picked to remove order effect) to
provide a reference gesture typing speed. The participants were required to type as fast as possible to accomplish
text transcription tasks on a commercial web APP (https://www.livechat.com/typing-speed-test) with the default
iOS gesture keyboard.

Further, we noticed that 4 of the participants (P1, P2, P4, P8) had the experience of using the Swipe Keyboard on
the latest Apple Watch Series 7, which was a competitive technique similar with DRG-Keyboard both in the form
factor (e.g., gesture typing on the tiny interface) and the usage scenario (e.g., mobile texting). So we invited them
to participate in an appending study to make a comprehensive comparison between DRG-Keyboard and Apple
Watch Swipe Keyboard. The participants were first required to practice with the Apple Watch Swipe Keyboard
and then complete a 10-phrase transcription task (the phrases were randomly picked from the MacKenzie’s
phrase set [33]) where their completion time and operation statistics were recorded. After the transcription
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task, we conducted a semi-structured interview with the participant to compare the two techniques from the
perspectives of experience, task load, usage scenarios, and form factor. Specifically, the questions we included
in the interview were: 1) What are the advantages and disadvantages of DRG-Keyboard compared with Apple
Watch Swipe Keyboard? 2) Which technique would you prefer more considering the form factor and why? 3)
What kind of application scenarios do you think the two techniques fit for and what scenario would you prefer
to use DRG-Keyboard?
The main study took around 60 minutes (15 minutes for practice, 40 minutes for DRG-Keyboard’s formal

experiment, and 5 minutes for smartphone gesture typing test) and the appending study took around 25 minutes
(5 minutes for practice, 5 minutes for transcription, and 10 minutes for interview), depending on participants’
input speed. We collected 400 phrases (10 participants × 4 blocks × 10 phrases) of DRG-Keyboard’s typing records
in the study.

7.3 Results
7.3.1 Input Speed. We measured the average input speed following MacKenzie’s equation [32]

𝑊𝑃𝑀 =
|𝑆 − 1|
𝑇

× 60 × 1
5

(14)

where |𝑆 | is the length of the transcribed string, and T is the elapsed time in seconds.
Figure 13 shows the average gesture input speeds (error bars indicate 95% confidence interval) in the 4 blocks.

Results from RM-ANOVAs showed that there was a significant effect of 𝐵𝑙𝑜𝑐𝑘 (𝐹3,27 = 25.68, 𝑝 < 0.001). The
average speed in the first block was 9.9 WPM (SD = 3.4) and constantly increased to 12.9 WPM (SD = 3.7) in the
last block, with an improvement of 30.3%. The learning curve did not converge in the last block. So the result
does not reflect the upper bound.
Meanwhile, the average gesture typing speed of all participants on the smartphone was 18.9 WPM (SD =

3.6). The input speed in block 4 could achieve 68.3% of that on the smartphone. Moreover, the maximum input
speed among all participants was 17.0 WPM (P4) in the first block and 20.1 WPM (P4) in the last block, which
is competitive with the gesture typing speed on the smartphone. Although such a comparison was not able to
be strictly controlled in the corpus, the decoder’s capability, and the interaction modality (e.g., the selection
mechanism, and the candidate number), we believed the result could demonstrate the efficiency and the potential
of DRG-Keyboard because we were comparing our prototypical system with the default iOS keyboard which is a
mature commercial system being well-optimized in the above factors.
Here we also established an empirical comparison between DRG-Keyboard and existing techniques with

similar interaction modalities. As is most similar with DRG-Keyboard, TipText [50] implemented thumb-to-index-
fingertip tap-based text entry with capacitive finger sleeves, reaching an average typing speed of 10.5(0.6) WPM
in the first block and 13.3(0.5) WPM in the fourth block. Swipeboard [12] proposed a swipe-based typing method
on an ultra-small interface (e.g., 12mm × 12mm), achieving an input speed of 9.1 WPM in the first block and 14.0
WPM in the fourth block (further increasing to 19.6 in the eighth block under 2 hours of dense practice). As a
comparison, DRG-Keyboard achieved a competitive input speed (9.9(3.4) WPM to 12.9(3.7) WPM) and a similar
learning curve with the two established techniques. We noticed that the average speed of DRG-Keyboard was a
bit lower than that of TipText (11.5 WPM v.s. 11.9 WPM), probably due to the proficiency of the user group (e.g.,
all users from our study were ESL users and 5 of them had no experience on gesture typing, leading to a greater
deviation in WPM) and optimization details (e.g., adapting a real-time decoding (e.g., stream DTW [39]) strategy
and using an auto-complete algorithm [50]).

7.3.2 Errors. We reported the uncorrected error rate (UER), total error rate (TER), cancel-per-word (CPW), and
delete-per-word (DPW) in this study. Uncorrected errors are the errors found in the final string, while total errors
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Fig. 13. Text input speed of DRG-Keyboard. The blue line refers to the average input speed. Error bars indicate 95% confidence
intervals. The orange line refers to the maximum speed in each block and the pink dotted line represents the reference speed
of smartphone gesture typing.

Table 6. Frequency of different word-affecting operations. (N = 2898)

Select Cancel Delete
1st 2nd 3rd 4th 5th 6th

1817(62.7%) 219(7.6%) 91(3.1%) 55(1.9%) 19(0.7%) 23(0.8%) 613(21.2%) 61(2.1%)

include both corrected and uncorrected errors. Cancel-per-word and delete-per-word indicate how frequently a
cancel operation or a delete operation happens.

Figure 14 (a) shows the UER and the TER in the 4 blocks and Figure 14 (b) shows the CPW and the DPW. Results
from RM-ANOVAs show no significant effect of 𝐵𝑙𝑜𝑐𝑘 on 𝑈𝐸𝑅 (𝐹3,27 = 1.942, 𝑝 = 0.147), 𝑇𝐸𝑅 (𝐹3,27 = 1.429,
𝑝 = 0.256), 𝐶𝑃𝑊 (𝐹3,27 = 1.333, 𝑝 = 0.284), and 𝐷𝑃𝑊 (𝐹3,27 = 1.897, 𝑝 = 0.154). The average UERs of the 4 blocks
are 3.0% (SD = 4.2%), 1.2% (SD = 1.6%), 2.0% (SD = 1.2%), and 3.8% (SD = 2.9%) respectively. Generally, participants
had low UERs in the 4 blocks, indicating good performance in the text entry task. The mean TERs of the 4 blocks
are 6.9% (SD = 6.0%), 4.2% (SD = 3.4%), 3.5% (SD = 2.6%) and 5.2% (SD = 2.3%) correspondingly. The average CPW
of the whole study is 0.27 (SD = 0.16), which is consistent with the simulation results in Section 6.4. Users had a
low DPW of 0.03 (SD = 0.04) in the whole study.

7.3.3 Interaction Statistics. Table 6 illustrated more details about how users performed word-affecting actions,
more precisely, Select, Cancel and Delete. The most frequent operation was Selecting (76.7%), among which users
mostly chose our Top-1 prediction (62.7%). This was consistent with the accuracy result in Section 6.4. For 21.2%
of the operations, users Cancelled the words they had committed, probably because their desired word did not
occur as a candidate. For the rest 2.1% of the operations, users Deleted the word for correction.
In most of the Cancelling cases (578 out of 613, 94.3%), our decoder did not report the desired words as Top-

20 candidates. It might be attributed to ill-shaped traces caused by touch detection errors or IMU drifting. In
the meanwhile, a relatively low hit rate for Top7-20 (1.2%) compared with that for Top6 (76.7%) validated our
6-word-presented confirmation design.
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Fig. 14. Statistics of errors: (a) uncorrected error rates (UERs) and total error rates (TERs) over blocks; (b) cancel-per-words
(CPWs) and delete-per-words (DPWs) over blocks.

7.3.4 Subjective Feedback. Below we summarized participants’ subjective comments. Some participants (P1,
P3, P5, P7) showed a positive attitude towards the decoder and got overwhelmed during the experiment when
our decoder precisely predicted the desire word with a track which in their perspective was out of shape.
Comments like "It’s unbelievable that I can perform text typing just on the fingertip , and I am in good control of the
cursor’s movement"(P4) also proved the good haptic feedback of DRG-Keyboard. There were also a few users
getting frustrated at the beginning of the experiment (P8, P9), feeling hard to map their finger movement to 2-D
coordinates and find a proper threshold to detect touch and release. These negative feelings were reduced with
the proceeding of the experiment as they got more familiar with our device.

7.3.5 Comparison with Apple Watch Swipe Keyboard. Participants who took part in the appending study had an
average input speed of 16.2 (SD=3.9) WPM with 5.5% (SD=2.0%) TER and 5.1% (2.2%) UER on the last block in the
main study. Their average typing speed with Apple Watch Swipe Keyboard was 20.0 (SD=3.2) WPM with 13.5%
(5.1%) TER and 1.8% (1.9%) UER. The input speed of DRG-Keyboard was approximately 80% of that on Apple
Watch Swipe Keyboard. Regarding the error, we found the users tended to input more errors (e.g., TER 13.5% v.s.
5.5%) and corrected most of them (e.g., CER 11.7% v.s. 0.4%) with Apple Watch Swipe Keyboard rather than with
DRG-Keyboard, indicating smaller correction cost for Apple Watch Swipe Keyboard according to the aversion
modeling of typing errors [4, 5]. Such statistics were understandable because the user could simply click a button,
attributed to the touchscreen interface, and retype the word for the Apple Watch Swipe Keyboard while they
should perform a clicking gesture to delete the word and experienced a two-stage input process with fair delay
(also, most errors were captured at the "cancel" phase for efficiency) with DRG-Keyboard, leading the user to
type in a faster and free manner using the Apple Watch Swipe Keyboard.

We summarized interview results and user comments as follows. Advantages and drawbacks comparing DRG-
Keyboard and smart watch (Q1). Advantages for DRG-Keyboard included typing in natural manners (P2, P4),
privacy guaranteed by subtle behaviours (P2, P4), and single-hand interaction (P1, P2, P4, P8). P4 added that
"self-haptic feedback provided by thumb movement on index fingertip brings the awareness of absolute position,
while I would gradually lose control of position if using a smart watch without visual attention." On the other
hand, participants reported that limited screen size for smart watch increased false touches and thus required
more attention when selecting or deleting words (P1 and P2). As for the drawbacks against smartwatches, P1 and
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P8 showed their concern about the current typing speed. Physical load caused by long time finger usage (P2) and
mental load (P8) were also mentioned.
Form factors (Q2). Regarding the form factor, all the participants leaned on DRG-Keyboard for the reasons of

one-handedness (P1, P2, P4, P8), pervasiveness (e.g., always-available and seamless switching across devices,
P2), less visual attention and hand occupation (P2), comfort (P1), privacy-preserving (P4), and more suitable for
HMDs and IoT screens (P8). As for the current form of mobile texting where the interface was displayed on the
watch, P8 thought typing directly on the watch (e.g. replying to a quick message) was an intuitive and convenient
choice. However, all participants agreed the tiring two-handed typing form (raising the arm and touching the
watch screen with the other hand) impeded them from heavy texting on the watch, while DRG-Keyboard had a
more friendly form.
Different suitable usage scenarios for these two techniques (Q3). P1 and P8 favored smartwatch technique in

typing tasks requiring higher efficiency and accuracy considering current typing performance. P1 noted that it
would be more comfortable to have arms supported (by desktop) when typing on smartwatch. P2 thought typing
on the watch was kind of intermediate form between smartphone and ring, which had narrowed application
scenarios - "If my hands were fully available, I would prefer my smartphone for heavy typing tasks. If not, neither
can I use the watch". On the other hand, DRG-Keyboard is more welcome for light and quick typing tasks (P8), or
other scenarios where users prefer their motions not being limited (e.g. during walking) (P1, P2, P4, P8). P2 also
pointed out given the visual resource was distributed in the environment and always-available (e.g., for AR, VR,
IoT, and large screen scenarios), DRG-Keyboard would be a better choice.

8 LIMITATIONS AND DISCUSSION
In this section, we discuss the limitations as well as the potential considerations related to the practical adoption
and deployment of DRG-Keyboard.

8.1 Form Factor and Keyboard Design
Currently, the form factor (e.g., where the rings are worn on) and the keyboard design (e.g., the typing area and
the keyboard layout) are determined based on a pilot brain-storming interview. Although the current design
of DRG-Keyboard was well accepted by the users, it is also worthwhile to investigate more on the possibilities
of form, input modality, and design. For example, what happens if we only use one ring, or attach the rings
to different segments of the fingers? Is it possible to adapt the keyboard to the tip of the middle finger? Are a
touch-down and thumb-to-finger friction essential for a fingertip gesture keyboard? Can we use other keyboard
layouts instead of QWERTY for gesture input? All these questions are valuable and worth in-depth research in
the future.

8.2 Optimization of Touch Detection
In our work, touch-up and touch-down events are recognized based on a simple combination of the relative
attitude data and the accelerometer’s frequency-domain data, allowing the user to adjust the thresholds during
usage for self-adaption. The evaluation of this algorithm shows that our touch detection algorithms work pretty
well in our typing scenario. We envision the sensing can be further improved for in-the-wild touch detection.
To this point, the current version may not work well in some extreme cases, e.g., repeatedly touching in high
frequency. There are two potential directions to optimize the touch detection algorithm. The first is to leverage
machine learning models, such as SVM, Random Forest, and CNN, to recognize free-form touching events robustly
based on vast training data. The second is to introduce additional hardware, such as an RF circuit, to detect subtle
on-body contact. By such optimizations, a user would have a better experience and stronger capability to enable
touch-based interactions in the wild.
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8.3 Eyes-Free Gesture Typing for Small Vocabulary
The current version of DRG-Keyboard is designed for gesture typing on a large vocabulary with visual feedback.
We envision DRG-Keyboard has the potential to support eyes-free gesture typing at a fast speed. Our informal
study shows eyes-free fingertip gesture input can reach approximately half of eyes-on’s decoding accuracy. This
suggests that gesture typing on the fingertip eyes-freely is likely to be achieved by reducing the dictionary size
and optimizing the decoding algorithms. Such a modality is useful in command input and fast navigation in
various scenarios.

8.4 Out-of-Vocabulary Input and Alternative Keyboard Layouts
Like many text entry techniques with inaccurate input[19, 50, 51], the original version of DRG-Keyboard does
not support OOV (Out of Vocabulary) words. However, an inherited advantage of DRG-Keyboard is that, with a
simple modification, DRG-Keyboard can support OOV input with almost no additional adapting cost. Results
from Study 1 show that users generally have a good perception of relative finger movement, being able to reach a
precise key on the keyboard. To this point, a simple but effective method to support OOV input is that a user
types one character at each stroke. In the OOV mode, the dictionary of the decoder is changed to the desired
charset. With such a modification, a user can easily enter punctuations, names, and numbers without changing
the input behavior.
Similarly, due to users’ good perception and control capability of the trace, switching to another keyboard

layout (e.g., the T9 layout) almost requires no additional effort (but just changing the UI and the corresponding
dictionary). AlthoughDRG-Keyboard showed the effectiveness of gesture typing on a fingertip QWERTY keyboard,
it remained an open question what is the optimal layout for fingertip gesture typing in naturalness and efficiency,
which is worthy of further research. From the other perspective, such a layout-adapting feature would benefit
broad application scenarios like numerical keyboard, wheel menu, and other forms of customized menus.

8.5 Application Scenarios
As validated in the paper, DRG-Keyboard offers the unique capability of subtle touch and 2D relative cursor input
on the fingertip, whose superiority for real-world applications is three-fold:

8.5.1 Text entry for restricted hand movement. The most direct advantage of DRG-Keyboard is that the user could
type in a subtle manner under scenarios where the hand movement is restricted (e.g., with one hand occupied),
such as commuting with one hand holding the handbag, photographing with one hand holding the camera, and
attending a meeting. Text entry in these scenarios emphasizes more on subtleness and privacy rather than typing
speed, thus is most suitable for DRG-Keybard. Moreover, since DRG-Keyboard requires less visual attention than
direct input techniques (e.g., Apple Watch Swipe Keyboard), it is possible for the user to text as a parallel task
while maintaining their major attention on the main task (e.g., sending a short message in the lecture without
omitting the content).

8.5.2 Temporal combination with ring-based interaction. Since DRG-Keyboard shares similar sensing schemes
with DualRing [29], an inherited advantage was to combine DRG-Keyboard’s text entry capability with DualRing’s
broad interaction space in the temporal domain, bringing strong input capability. For example, the user could use
a pinching gesture (on different fingers) to switch the target input device or UI widget seamlessly. Also, combined
with the UI control capability of DualRing (e.g., simulating cursor and discrete buttons), the user could freely
operate 2D and 3D interfaces with text input on the fingertip (which is a thrilling capability).

8.5.3 Reconfigurability. As proposed by Sections 8.3 and 8.4, DRG-Keyboard has the potential to support differ-
ent input modalities and different keyboard layouts due to its high reconfigurability, based on which various
applications can be designed. For example, a reduced dictionary could probably support blind typing for command
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and navigation while the modification of the dictionary and keyboard layout could support special functionalities
such as OOV input and numeric input.

9 CONCLUSION
We present DRG-Keyboard, a miniature QWERTY gesture keyboard on the fingertip supported by dual IMU
rings. Benefit from the strong sensing capability to detect subtle relative hand movement and the touch-up
and touch-down events, DRG-Keyboard supports subtle gesture typing on the fingertip with perfect haptic
feedback. Our user study analyzed users’ fingertip gesture typing behavior with DRG-Keyboard, based on which
we optimized the general elastic gesture decoder while demonstrating the efficiency of DRG-Keyboard through a
performance evaluation study. Our research serves an important role in the following two aspects: 1) we leverage
an indirect sensing technique to sense micro fingertip gestures without impeding self haptic feedback; and 2)
we enable gesture keyboard on an extremely subtle fingertip gesture space. We envision our work would play
an important role in future input techniques for mobile, wearable, and AR devices and open new doors for the
design of micro fingertip gesture interaction.
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